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1 fMRI Preprocessing and Data Preparation

This work achieves dynamic reconstruction by leveraging data-hungry computa-
tional techniques and diverse human visual responses. To achieve the necessary
scale of neural data, we aggregate fMRI responses across four large-scale datasets
- BMD [16], HAD [31], HCP [25], and CC2017 [30] - that encompass responses
from resting-state, short video, and long form movie tasks. This aggregation of
fMRI datasets leads to preprocessing challenges. Specifically, the masked brain
modeling [13] [29] approach learns spatial patterns in brain activity, thus requir-
ing all fMRI data, regardless of subject or dataset, to share a common spatial
space. Furthermore, alignment between neural responses and video representa-
tions necessitates short and lognform video movie fMRI data be transformed
into discrete fMRI response - stimuli pairs.

To overcome these challenges, we register all datasets to the fsLR32k gray-
ordinate cortical surface using either the full HCP preprocessing pipeline [10]
(as in HCP and CC2017) or Ciftify [4] (as in BMD and HAD). In this way,
all data share a common space where each grayordinate vertex corresponds to
the same spatial cortical location irrespective of the dataset’s acquisition voxel
size or other acquisition parameters. Short video responses from event-related
experimental designs (BMD and HAD) were estimated with a general linear
model (GLM) to achieve fMRI response - stimuli pairs. fMRI response - stimuli
pairs were achieved for the long form movie dataset (CC2017) by segmenting
the movie every 2 seconds (corresponding to the acquisition TR of CC2017) and
using the time-series value offset by 4 seconds (to account for the temporally
delayed BOLD response), as done in [27]. Across all datasets, we use the vertices
defined by the 41 ROIs [9] in Appendix table 1. Additional dataset specific details
are provided below, and please refer to the original manuscript for acquisition
and preprocessing protocols.

HCP Preprocessing We use the resting state fMRI data from the 1200-subject
release of the Human Connectome Project [25] to train the Masked-brain Model
(MBM). In this release, 1084 subjects had resting state data available. We use the
released "rfMRI_RESTX_LR_Atlas_MSMAll_hp2000_clean.dtseries.nii" files
for each subject, where X is the run number between 1 and 4. The resting state
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time series was normalized across the temporal dimension and averaged over a
10 second window for training the MBM.

BOLD Moments Dataset Preprocessing and Preparation We obtained
permission from the authors of BMD [16] to use the data corresponding to Ver-
sion B of the BMD release. The data was registered to the fsLR32k cortical
mesh using Ciftify [4] and tools from the Human Connectome preprocessing
pipeline [10]. The preprocessed data in fsLR32k grayordinate space was tempo-
rally interpolated from an acquisition TR of 1.75s to an interpolated TR of 1s
to time-lock stimulus onset to image acquisition (e.g., 1.75s does not evenly go
into the inter-trial interval of 4s). In this way, we acquire fMRI scans at different
timepoints along the BOLD signal (with respect to stimulus presentation) and,
after interpolating, achieve a regular sampling of the BOLD signal time-locked
to stimulus onset for easier analysis. The interpolated fMRI time series, stimuli
onsets, and stimuli durations (modeled as a 0s impulse) for each session sepa-
rately were input to the general linear model. GLMsingle [22] estimated single
trial beta values by (1) fitting an optimal HRF to each voxel from a library
of HRFs, (2) identifying nuisance regressors from a noise pool that maximally
explain variance, and (3) implementing fractional ridge regression to improve es-
timates in a rapid event-related design. Responses to testing and training videos
were estimated separately.

In this way, we obtained one beta estimate for each stimulus presentation for
each subject. This resulted in a total of 4,020 beta estimates per subject (3 beta
estimates x 1,000 training videos and 10 beta estimates x 102 testing videos).

For the training and testing data separately, the beta estimates were then
z-scored across video conditions such that the response profile for each stimulus
presentation at each voxel (i.e., a vector of length 1000 for training data or of
length 102 for testing data) had a mean value of 0 and standard deviation of 1.

Human Actions Dataset Preprocessing and Preparation We use the
data made available by the HAD authors [31] that was converted to Cifti format
using Ciftify [4]. In this way, the data was preprocessed with fMRIPrep [5] and
registered to the fsLR32k cortical mesh. For each subject, we use a General
Linear Model with GLMsingle [22] to estimate single trial beta responses. Since
no stimuli were repeated, we use the GLMsingle typeB to fit an optimal HRF
(step 1) but do not perform the additional nuissance regressor identification (step
2) or fractional ridge regression (step 3). We model the duration of the stimulus
as an impulse of zero seconds. We the z-score the resulting beta values across
stimuli conditions for each subject separately.

This procedure resulted in 720 beta estimates per subject for a total of 21,600
beta estimates for 21,600 unique videos in the dataset.

CC2017 Dataset Preprocessing and Preparation We use a publicly avail-
able preprocessed version of the CC2017 in Cifti format made available by the
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authors [30]. This data version was preprocessed with the HCP preprocessing
pipeline [10]. We divide each 8 minute test and train segment into 2 second clips
for a total of 5,497 unique clips (after accounting for technical scanner errors as
described in the original report). In order to obtain fMRI-stimulus pairs from
the continuous movie presentation, we index the time series value 4 seconds after
the onset on the corresponding 2 second clip as done in [27]. The 4 second offset
roughly corresponds to the peak of the BOLD signal supposedly evoked at the
clip’s first frame but is also influenced by the BOLD signal of subsequent frames.

The values for each 2 second clip were then z-scored across stimuli for each
subject separately. While the time series estimates used here are fundamentally
different measurements than the beta estimates used in BMD and HAD, they
both capture relevant aspects of the BOLD signal and are z-scored into the same
range.

1.1 Regions of interest definition

We use the region of interest (ROI) definitions of the Glasser atlas, indexed from
the hcp-utils python package [9]. The Glasser atlas [9] used structural, task-based
functional, and resting-state connectivity neural data to parcellate the human
cortex into a set of 180 ROIs across 22 major sections. We selected a subset of
41 ROIs to constrain analyses to regions that are likely to respond to dynamic
stimuli [26] [18] [17] [8] [23] [24] [20] [21] [28] and reduce the computational load
on analyses. The 41 ROI names, their ROI ID, and ROI Group Number are
listed in Table 1.

These 41 ROIs were selected in an unbiased manner to thoroughly sample vi-
sual regions and beyond that likely contribute to dynamic visual perception. This
broad sampling recognizes that the brain is comprised of distributed intercon-
nected networks, but it also takes advantage of the fact that most networks con-
tributing to visual perception reside in and around the visual cortex [7] [11] [6].
This point is further evidenced by the within-subject correlations shown in sup-
plementary Figure 2, Figure 3, and various reliability analyses in other large
fMRI datasets [1] [3] [14] [31]. Thus, using all vertices across the whole brain
would likely introduce noisy signal at a large computational cost (computation
in attention layers scales quadratically).

We demonstrate the tradeoff between regression MSE (a proxy for recon-
struction accuracy) and computational resources in four ROI groupings:

– our Group41 set (13,156 vertices) → 0.721
– core vision (6,549 vertices from Glasser atlas Group Numbers 1-4) → 0.755
– the average of 10 randomly selected sets of 41 ROIs (average of 12,390 ver-

tices) → 0.983
– whole brain (59,412 vertices) → 0.717

The whole brain ROI shows a slight improvement over the Group41 ROI set for
a 5x greater computational cost. Furthermore, this analysis shows our Group41
ROI set performs significantly better than both a random sampling of ROIs and
efficiently samples informative signal outside the core visual ROIs.
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ROI ID Group Number

V1 1 1
MST 2 5
V6 3 3
V2 4 2
V3 5 2
V4 6 2
MT 23 5
V8 7 4

V3A 13 3
RSC 14 18
POS2 15 18
V7 16 3

IPS1 17 3
FFC 18 4
V3B 19 3
LO1 20 5
LO2 21 5
PIT 22 4
PCV 27 18
STV 28 15
7m 30 18

POS1 31 18
23d 32 18

v23ab 33 18
d23ab 34 18
31pv 35 18
LIPv 48 16
VIP 49 16
MIP 50 16
PH 138 5

TPOJ1 139 15
TPOJ2 140 15
TPOJ3 141 15

IP2 144 17
IP1 145 17
IP0 146 17

VMV1 153 4
VMV3 154 4
LO3 159 5

VMV2 160 4
VVC 163 4

Table 1: ROI name, group number, and index of the Glasser Atlas for the ROIs used
in this work.
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1.2 Qualitative Evaluation by Human Users

Qualitative evaluations were collected using the Prolific online experiment plat-
form (www.prolific.com). Consent was collected and payment was awarded ac-
cording to procedures approved by the institution’s IRB, and participants were
paid according to an hourly rate of 11.25/hr. Our qualitative evaluations measure
whether the reconstructed video captured the semantic meaning of the original
video. Participants were shown one real video as a reference, and were instructed
to identify (by clicking on it) which of 6 reconstructed videos best matched the
real video. One of the 6 videos was always a reconstruction of the reference video.
To ensure they evaluated the semantic content of the videos (rather than the
visual quality), participants were instructed to "attend to the objects, setting
and context".

We calculated the percent of trials where the best matching video (as eval-
uated by human subjects) corresponded to the reconstruction of the reference
video. Pilot results showed strong consensus among participants, so a sample
size of 6 participants was collected on videos from each reconstruction method
we explored.

A noise ceiling, representing the best possible performance given our model
backbone (zeroscope V2) was calculated by feeding human-generated captions
into zeroscope v2. Specifically, the dataset used here contained 5 different cap-
tions per video, collected from independent subjects. Reconstructed videos were
generated for each caption, and to ensure that we were capturing variation due
to different model seeds, we reconstructed each using 5 different seeds (for a total
of 25 reconstructions per video)

2 BMD and CC2017 Statistics

We analyze low level spatial and temporal statistics between BMD and CC2017
that may impact the success of reconstructions. We show the results in Figure
1. We observe that broadly, BMD tends to contain videos with higher spatial
frequency, hinting at additional movement and complexity. When analyzing the
distribution of average TVL1 optical flow across videos, we see that around 20%
of CC2017 videos are static (falling in the first bin when using a bin width of
0.05), while only 10% of BMD videos exhibit that property.

3 Within and Between Subject Correlations

We perform pairwise correlation of brain responses both within and between
subjects to quantify the similarity of brain activity in response to videos. This
procedure differs slightly for BMD and CC2017 due to the format of their brain
responses (i.e., beta values in BMD and fMRI time series in CC2017).

In BMD, single trial brain responses corresponding to each presentation of a
3s video from the BOLD Moments Dataset were obtained by estimating a beta
value at each cortical vertex using using a General Linear Model (GLM) (Figure
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4A). In this way, 3000 beta values (1000 videos x 3 repetitions) and 1020 beta
values (102 videos x 10 repetitions) were estimated across the training and test-
ing sets, respectively, at each vertex. Within subject (intra-subject) correlations
were computed by correlating (Pearson) the vector of 1000 training set betas
between each pair of repetitions (i.e., three unique pairs from three repetitions)
and averaging the resulting correlations over the pairs (Figure 3, left). Between
subject (inter-subject) correlations were computed pairwise between subject N’s
vector of 1000 training set betas (averaged over repetitions) and each other sub-
ject’s vector of 1000 training set betas. The average of these pairwise correlations
is regarded as subject N’s between subject correlation (Figure 3, right).

Brain responses corresponding to a 2s clip from the CC2017 dataset were
obtained by sampling the fMRI time series at a 4 second offset (2 TRs) from the
beginning of the 2s clip (Figure 5A). This procedure resulted in 4,302 unique
training clips and corresponding brain responses with two repetitions. Within
subject (intra-subject) correlations were computed as the correlation (Pearson)
between the vectors of time series estimates from repetitions 1 and 2 at each
vertex in the brain (Figure 2, left). Correlations were computed within each of
the 18 training segments then averaged together. The between subject (inter-
subject) correlation for subject N was computed by pairwise correlating subject
N’s repetition-averaged vector of time series estimates with the remaining two
subjects and averaging (Figure 2, right). Correlations were first computed within
each of the 18 training segments and averaged. Since the brain responses used
here are regular samples of the fMRI time series, the between subject correlation
is nearly identical to pairwise intersubject correlation (ISC) analyses [12] [19]
[15].

Note that the correlation values should only be compared within their respec-
tive dataset, as correlating vectors of beta values (as in BMD) and fMRI time
series (as in CC2017) is not equivalent. Within subject correlations are higher
than between subject correlations in both BMD and CC2017 datasets, and both
measures show a high degree of similarity throughout visual and parietal cortices.

4 Zero-shot reconstruction

We analyze the possiblity of reconstructing videos from a subject that the model
hasn’t seen during training. We show how MSE decreases for a representative
subject (subject 01 in both BMD and CC2017) as more subjects are added into
model training, indicative of better reconstruction accuracy (Figures 4 and 5
panel C). The MSE does not reach the same value as the the baseline case where
the model was trained and tested on subject 01. The within and between subject
correlations in Figures 4 and 5 panel B show that the fMRI activity itself is more
correlated within than between subjects but still show similar patterns of high
correlations in visual cortex and beyond.
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5 Additional Reconstructions

We show additional reconstructions for BMD and CC2017 from our multi-subject
Brainflix model in Figure 6. We observe strong semantic reconstruction perfor-
mance in both datasets, with some clear limitations in terms of structure fidelity.
The semantic fidelity is generally high, except in specific cases where a completely
different semantic object is reconstructed (as shown in our main paper). In those
cases, we hypothesize that the subject’s mind wandered away from the task. To
improve the quality of the reconstructions, we propose the following avenues for
future work:

– Improve the reconstruction quality on the latent vectors (z), which hold most
of the structural information;

– Train with more data, including image datasets, to incorporate more infor-
mation about visual priors;

– Adopt a selection mechanism over reconstruction alternatives, to select in-
stances with higher semantic match with the aligned fMRI embeddings.

6 Pseudocode for Reconstruction Procedure
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Function train_mbm_encoder_decoder(fmri_data):
encoder ← MBMEncoder()
decoder ← MBMDecoder()
masked_fmri_data ← mask_patches(fmri_data)
latent_vectors ← encoder(masked_fmri_data)
reconstructed_fmri ← decoder(latent_vectors)
mse_loss ← calculate_mse_loss(reconstructed_fmri, fmri_data)
optimize(encoder, decoder, mse_loss)
return encoder

Function fine_tune_encoder_with_contrastive(encoder, fmri_data,
clip_embeddings):

latent_vectors ← encoder(fmri_data)
contrastive_loss ← calculate_contrastive_loss(latent_vectors,
clip_embeddings)

optimize(encoder, contrastive_loss)
return encoder

Function train_regressors(encoder_outputs):
mlp_z ← MLP()
mlp_b ← MLP()
z ← mlp_z(encoder_outputs)
b ← mlp_b(encoder_outputs)
regression_loss_z ← calculate_mse_loss(z, true_latent_vector)
regression_loss_b ← calculate_mse_loss(b, true_blip_embedding)
optimize(mlp_z, mlp_b, regression_loss_z + regression_loss_b)
return mlp_z, mlp_b

Function reconstruct_video(new_fmri, encoder, mlp_z, mlp_b):
fmri_embedding ← encoder(new_fmri)
latent_vector ← mlp_z(fmri_embedding)
blip_embedding ← mlp_b(fmri_embedding)
re_noised_z ← renoise(latent_vector)
caption ← decode_blip(blip_embedding)
video ← denoise_video(re_noised_z, caption)
return video

Function main_pipeline(fmri_data, clip_embeddings, new_fmri):
encoder ← train_mbm_encoder_decoder(fmri_data)
encoder ← fine_tune_encoder_with_contrastive(encoder, fmri_data,
clip_embeddings)

encoder_outputs ← encoder(fmri_data)
mlp_z, mlp_b ← train_regressors(encoder_outputs)
video ← reconstruct_video(new_fmri, encoder, mlp_z, mlp_b)
return video

Algorithm 1: Reconstruction Procedure
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Fig. 1: We summarize low-level spatial and temporal statistics between the BOLD
Moments (BMD) and CC2017 datasets. A) For both datasets, the middle frame of
each clip was resized to 256 x 256 and the frequency that contains 90% of the energy
was computed using the Natural Image Statistical Toolbox [2]. The histogram shows
the percentage of clips (using the middle frame to approximate the spatial information
in the clip) in each dataset at frequencies that capture 90% of the energy (bin width
= 1). Higher frequencies correspond to high spatial frequency content of the middle
frame of the clip, as shown in the frames with the checkered shirt (CC2017) and tree
branches (BMD). BMD contains a higher percentage of video clips with higher spatial
frequency frames compared to CC2017. B) The middle frame of each video clip was
extracted, resized to 256 x 256, and averaged in each dataset separately using the
Natural Image Statistical Toolbox [2]. The average of frames across each video clip
in the BMD and CC2017 datasets highlights their differences in color and average
low-level spatial content. C) The magnitude of the TVL1 optical flow was computed
between each pair of consecutive frames (resized to 128 x 128) for each video clip in
each dataset, separately. The median of these magnitudes across frames and pixels
was computed to summarize the optical flow of each video clip and was plotted in a
histogram (bin width = 0.05). Over 20% of CC2017 clips are highly static, compared
to approximately 10% of clips in BMD.
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Fig. 2: The within subject (left) and between subject (right) correlations (Pearsons
R) are shown on the left and right hemishperes of a flattened brain for all subjects in
the CC2017 dataset. The maximum value of the colorbar corresponds to the maximum
within subject correlation, and the middle colorbar value correponds to the maximum
between subject correlation. All correlations are clipped at a threshold of 0.01.
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Fig. 3: The within subject (left) and between subject (right) correlations (Pearsons
R) are shown on the left and right hemishperes of a flattened brain for all subjects in
the BOLD Moments Dataset. The maximum value of the colorbar corresponds to the
maximum within subject correlation, and the middle colorbar value correponds to the
maximum between subject correlation. All correlations are clipped at a threshold of
0.01.
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Fig. 4: A) In BMD, subjects viewed a series of discrete 3s videos, and brain responses
(beta values) were estimated using a General Linear Model (GLM). B) Within subject
pairwise correlations (top) between the three stimulus repetitions for representative
subject 01 are plotted in an inflated and flattened brain. C) Between subject pairwise
correlations (bottom) for representative subject 01 are plotted in an inflated brain and
flattened brain. The colorbar is scaled to subject 01’s maximum within subject corre-
lation, and the middle colorbar tick reflects the maximum between-subject correlation.
D) The test set MSE is plotted as subjects are increasingly included in model training.
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Fig. 5: A) In CC2017, subjects viewed a continuous longform movie composed of 10-15
seconds of professionally shot footage. Brain responses corresponding to a 2s clip was
obtained by sampling the fMRI time series at a 4 second offset from the beginning of
the 2s clip. B) Within subject pairwise correlations (top) between the two stimulus
repetitions for representative subject 01 are plotted in an inflated and flattened brain.
C) Between subject pairwise correlations (bottom) for representative subject 01 are
plotted in an inflated and flattened brain. The colorbar is scaled to subject 01’s max-
imum within subject correlation, and the middle colorbar tick reflects the maximum
between-subject correlation. D) The test set MSE is plotted as subjects are increasingly
included in model training.
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Fig. 6: Additional reconstructions from multi-subject Brainflix on BMD and CC2017.
We observe reasonable semantic reconstructions, and some structural fidelity, although
noise, as well and mismatched objects and positions are still perceivable.
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