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Abstract. The field of brain-to-stimuli reconstruction has seen signifi-
cant progress in the last few years, but techniques continue to be subject-
specific and are usually tested on a single dataset. In this work, we
present a novel technique to reconstruct videos from functional Mag-
netic Resonance Imaging (fMRI) signals designed for performance across
datasets and across human participants. Our pipeline accurately gen-
erates 2 and 3-second video clips from brain activity coming from dis-
tinct participants and different datasets by leveraging multi-dataset and
multi-subject training. This helps us regress key latent and conditioning
vectors for pretrained text-to-video and video-to-video models to recon-
struct accurate videos that match the original stimuli observed by the
participant. Key to our pipeline is the introduction of a 3-stage approach
that first aligns fMRI signals to semantic embeddings, then regresses im-
portant vectors, and finally generates videos with those estimations. Our
method demonstrates state-of-the-art reconstruction capabilities verified
by qualitative and quantitative analyses, including crowd-sourced human
evaluation. We showcase performance improvements across two datasets,
as well as in multi-subject setups. Our ablation studies shed light on
how different alignment strategies and data scaling decisions impact re-
construction performance, and we hint at a future for zero-shot recon-
struction by analyzing how performance evolves as more subject data is
leveraged.

1 Introduction

The human brain processes several million bits of information per second and
compresses most of this information in ways that are still, in great part, un-
known. What if we could partially recover this information by reading out brain
signals? Reconstructing visual stimuli from brain activity is a promising way to
investigate what information content is encoded in the human brain and how
it may differ between participants. Reconstruction efforts typically require large
amounts of neural-stimuli pairs to train high-parameter computational models,
and inter-subject analyses additionally require repeated experiments across sub-
jects. However, these neural-stimuli pairs are often not abundantly available due
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to their expensive and time-consuming collection process. Reconstructing dy-
namic videos, as opposed to static images, poses the additional challenges of
temporal continuity.

Previous fMRI (Functional Magnetic Resonance Imaging) work has shown
that a greater extent of cortex responds to videos than still images [53] [38] [2],
that some cortical regions are selective for motion features [2] [17] [27], and that
inter-subject correlations to movie viewings are high [16] [13], all suggesting that
fMRI reliably encodes dynamic content. Humans do not all perceive videos in the
same way, however; in-the-wild longform videos, such as an unedited video of the
happenings in a park, show markedly lower inter-subject correlations than edited
cinematic films [12] [13]. These higher inter-subject correlations in cinematic
films are largely due to production effects, such as camera angle, editing, and
lighting, that structure everyone’s attention and interpretation of the content
in a similar way [42]. The everyday human visual experience includes events
sampled at both ends of this continuum, from unstructured meanderings down
a busy street to a structured viewing of a work presentation. Thus, while videos
can be reconstructed from brain activity [4], cross-subject reconstructions and
the structure of the video stimulus set have yet to be systematically studied in
the video reconstruction domain.

Here, we leverage two recent computational developments (latent diffusion
models (LDMs) for video and masked-brain modeling) and several large-scale
fMRI datasets to achieve high fidelity reconstructions of previously viewed 2-
and 3-second videos. Latent diffusion models [34] are a class of generative models
that generate high-fidelity images or videos, conditioned on inputs such as text,
through a denoising diffusion process over a latent representation of the pixels.
Masked brain modeling (MBM), an extension of masked training methods from
natural language processing and computer vision to brain data, is a technique
to learn robust self-supervised representations of brain signals by masking the
signal and training a encoder-decoder network to reconstruct it. It has been
shown to be a powerful way for a model to learn compressed representations of
fMRI brain activity [4] [3].

We leverage these two concepts to propose a novel 3-stage pipeline that a)
learns robust fMRI representations through masked brain modeling and align-
ment, b) regresses conditioning vectors from these representations, and c) re-
constructs target videos with high fidelity, leveraging the estimated conditioning
vectors. Importantly, our alignment and training strategy combines information
from multiple subjects, as opposed to previous works that train one model per
subject. This allows our model to not only improve its general reconstruction
quality, but also to be able to generalize from one subject to another with much
higher performance. Our contributions are as follows:

1. We introduce a 3-stage pipeline for high-quality video reconstruction that
leverages multiple fMRI datasets and aligns inter-subject data, outperform-
ing existing approaches.

2. We showcase a detailed ablation study that illustrates how the model per-
forms in different conditions, including modeling and data variants.
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3. We perform multi-subject and zero-shot reconstruction experiments to ex-
plore the possibility of a subject-agnostic visual reconstruction technology.

Together, this work offers both modeling and neuroscience insights for video
reconstruction from brain activity.

Fig. 1: Reconstruction of short videos from fMRI activity A) Brain responses
of subjects viewing video clips was measured with fMRI and then used to reconstruct
the seen video. B) We show three examples of the ground truth video (top row) and
our reconstruction using our approach (bottom row).

2 Related Work

Diffusion models: Latent diffusion models (LDMs) [34] are a class of genera-
tive model that achieves photorealistic generations through a process of denois-
ing latent representations. This denoising process can be conditioned on other
inputs, such as text, in order to guide the model toward generating outputs
with specific semantic meaning of visual appearance. These models have been
successful in reconstruction tasks, including image generation, super-resolution
and recoloring [6, 35–37, 43], audio generation [23], among others. Recent text-
to-video latent diffusion models have generated high fidelity reconstructions of
short videos faithful to both content and temporal dynamics [1]. Here, we lever-
age these advances in video generation to form the backbone of our framework:
we use Zeroscope V2, which creates 3 second videos based on text conditioning.

Masked Brain modeling: Masked Brain Modeling [3] (MBM) is a recent
method for pre-training fMRI reconstruction models. It is based on Masked
Signal Modeling (MSM), a self-supervised learning task commonly used for pre-
training in natural language processing and vision applications [5, 14, 50, 52]. In
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MSM, some amount of the signal is masked during training, and an autoencoder
is trained to predict the masked content, which can be fine tuned with additional
training. In MBM, a percentage of the brain activity in masked and the model
is tasked with reconstructing the complete input, which pushes the MBM model
to learn compressed representations of fMRI brain activity.

Video reconstruction from brain activity: An early naturalistic video
reconstruction work used a voxelwise motion-energy model to recover videos with
similar spatiotemporal energy, showing that the BOLD signal captures dynamic
visual information [29]. Other approaches used convolutional neural networks
(CNNs) to reconstruct videos from fMRI data [51] [21], with one even leveraging
a convolutional encoder-decoder framework to synthesize high framerate fMRI-
video frame pairs [18]. A work using GANs employed dual spatial and temporal
discriminators to achieve spatiotemporally faithful reconstructions [47], and vari-
ational autoencoders have been used to reconstruct videos frame-by-frame from
a hidden latent space [11]. Most similar to our approach, [4] uses masked-brain
modeling to train a vision transformer encoder that then feeds latent represen-
tations into a diffusion model to reconstruct the video.

3 Video fMRI Datasets

We train and evaluate our reconstruction method on a compilation of four large-
scale fMRI datasets [19] [56] [45] [51] to obtain a large quantity and diversity of
brain responses. In order to effectively perform inter-subject and inter-dataset
analyses we analyze all fMRI responses in Cifti fsLR32k space (see data prepro-
cessing details in the supplement.) [10] [7]. This preprocessing pipeline accurately
registers gray matter voxels to a shared cortical surface mesh, thereby allowing
the model to learn informative spatial activation patterns across datasets. From
the cortical surface, we select a subset of 41 regions of interest (ROIs) from the
Glasser Atlas (see supplement for details) [9]. This subset of cortex is isolates
brain regions that might respond to dynamic stimuli [46] [24] [20] [8] [33] [40] [30]
[31] [49] as well as reduce the computational load of model training. All datasets
combined, our task-based video fMRI data draws from 43 subjects, over 28,100
short video segments, and over 123,000 fMRI response trials, and our resting
state fMRI data totals over one thousand hours across 1084 subjects.

Human Connectome Project Dataset (HCP). The 1200-subject release
of the Human Connectome Project [45] includes nearly an hour of resting state
scans on 1084 subjects. During acquisition of resting state data, subjects were
instructed to remain awake and fixate on a cross-hair but completed no task nor
viewed any other visual stimulus. Resting state fMRI brain activity captures
temporally correlated functional networks that can be useful for understanding
cortical organization [41]. We utilize this time series data to pre-train our Masked
Brain Modeling encoder (Figure 2).

BOLD Moments Dataset (BMD). The BOLD Moments Dataset (BMD)
[19] consists of fMRI responses to 1,102 3-second videos for ten human subjects
collected in a rapid event-related design. Beta values were estimated at each
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cortical vertex for each video using a general linear model (GLM). The stimuli
were divided into a non-overlapping 1,000 video training set and a 102 video
testing set. Each subject viewed the training set videos 3 times and the test-
ing set videos 10 times to facilitate both inter-subject and intra-subject analy-
ses. The 1,102 videos were sampled from the 1 million video Moments in Time
dataset [25] (overlapping with the Multi-Moments in Time [26] and Memento10k
datasets [28]) and capture naturalistic, in-the-wild content like home videos. We
use BMD’s five sentence text description metadata provided for each video to
generate ground truth text embeddings that our pipeline learns to estimate. To
the best of our knowledge, this work is the first time BMD has been used for
video reconstruction.

Human Actions Dataset (HAD). The Human Actions Dataset (HAD)
[56] is composed of 30 human subjects each viewing 720 two second videos sam-
pled from the Human Action Clips and Segments (HACS) dataset [55]. Similar
to BMD, data were collected in a rapid event-related design and beta values
were estimated across cortex for each video. Each video is annotated with one
of 180 human-centric actions, and each subject viewed four (different) videos
from each of the 180 action categories. Video presentations were not repeated
within or across subjects. For each subject, we define a testing/training split
by randomly selecting one of the four videos per action category as a testing
video. We use this dataset primarily to train Stage 1 in our pipeline. To the
best of our knowledge, this work is the first time HAD has been used in video
reconstruction.

CC2017 Dataset (CC2017). In the CC2017 dataset [51], three subjects
viewed continuous training and testing movies composed of shorter 1̃0-15 second
movie clips under a longform viewing paradigm. A training movie was composed
from 374 video clips and randomly split into 18 eight minute segments. A testing
movie was composed of 598 video clips and randomly split into five eight minute
segments. Thus, each eight minute segment was composed of a concatenation of
shorter video clips varying in duration. The clips are sourced from professionally
shot videos, such as cinematic movies or stock advertising footage. The training
and testing segments were repeated two and ten times per subject, respectively.
Here, we divide the 8 minute segments into 2 second clips for reconstruction.
We compose fMRI-video pairs by sampling the fMRI time series at an offset of 4
seconds (to account for the hemodynamic lag in the BOLD response) to capture
peak BOLD activation corresponding to short snippets of the movie (2 second
snippets, same as CC2017’s acquisition TR). As this dataset is one of the main
benchmarks used in previous work [4], we utilize this data extensively to train
our regressors and provide reconstructions and evaluation metrics.

4 Reconstruction Pipeline

Approach Overview. Our reconstruction pipeline aims to regress key latent
and conditioning vectors from brain signals to guide a pretrained video genera-
tion model towards reconstructing the original stimulus. This pipeline consists of
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Fig. 2: Our proposed reconstruction framework. Stage 1: We train an encoder-decoder
structure to reconstruct fMRI signals from a compressed representation. We then fine-
tune the MBM encoder to align with a CLIP embedding of the video. Stage 2: we
regress the latent vector (z) and blip embedding (b) of the target video from stage 1’s
aligned embedding. Stage 3: we use the regressed conditioning vectors to generate the
video. The estimated vector z is artificially noised and then denoised with a pre-trained
denoising U-Net, following a video-to-video procedure. The estimated vector b is sent
to a pretrained BLIP model to generate a caption, which is used as a conditioning
input to the U-Net.

3 stages. First, in an initial alignment stage, an encoder-decoder architecture is
trained to reconstruct masked fMRI embeddings while simultaneously following
a CLIP-like contrastive learning objective. This setup forces the encoder to map
fMRI inputs into an embedding that captures both knowledge about the raw sig-
nal and knowledge about the semantic properties of the original stimuli. Second,
the output of stage 1’s encoder is used in a regression stage: we regress the
necessary inputs required by our generative model with two MLPs that esstimate
an initial latent vector (z) and BLIP embeddings (b) [22]. The BLIP embeddings
are used to infer a conditioning caption. Third, our reconstruction stage uses
the predicted latent vectors and BLIP embeddings to generate a video: Given
a new fMRI input, we pass them through the regressors to predict the latent
and conditioning vectors (z and b), re-noise z and use b to generate a caption.
We feed the noised z and caption to a pretrained denoising U-Net (Zeroscope
v2 [48]) to estimate the final reconstruction. We describe each stage in detail
below and show a pseudocode implementation in the supplement Algorithm 1.

Stage 1: MBM and Alignment. Our model employs a straightforward
encoder-decoder framework aimed at reconstructing the input fMRI signal by
compressing it into a 1024-dimensional latent vector. During this phase, the in-
put fMRI signal is divided into several patches, and certain patches are masked.



Brain Netflix: Scaling Data to Reconstruct Videos from Brain Signals 7

The encoder processes the signal with masked patches to produce a sequence of
1024-dimensional latent vectors. The decoder then attempts to transform these
vectors back into the fMRI signal. Throughout the training process, the encoder-
decoder structure is supervised through its ability to accurately reconstruct the
masked patches. This approach, which we call Masked Brain Modeling (MBM),
draws inspiration from the masked image modeling task [14] typical in the self-
supervision literature. Its primary purpose is to acquaint the model with the
spatial structure of the fMRI signal, rather than to imbue it with any semantic
understanding. We first train our encoder-decoder pipeline on the masked mod-
eling task alone with the large-scale HCP dataset [45] and HAD dataset [56],
which ensures our embeddings learn basic fMRI structure. We utilize a simple
MSE loss over the masked patches.

After this step, we further finetune the MBM encoder through a contrastive
learning task. Contrastive learning is a powerful self-supervised technique to
learn representations across modalities. We extract CLIP embeddings from cap-
tions describing each video, and we apply a contrastive loss over batches of
encoder embeddings and CLIP embeddings. This contrastive loss follows [32]:
for each batch, the loss enforces high cosine similarity between an fMRI embed-
ding and its matching CLIP embedding (positive pair), while minimizing the
similarity between that same embedding and all other CLIP embeddings in the
batch (negative pairs):

Lcontrastive = −
N∑
i=1

log
( exp( fi∗ciτ )∑N

j=1 exp(
fj∗cj

τ )

)
Here, fi is the fMRI embedding (output from the MBM encoder), ci is the

CLIP-text embedding, and τ is a temperature hyperparameter. We train this
model by following the training details in [3] for MBM and [39] for the alignment
procedure, where we use a encoder-decoder model with patch size of 16, hidden
dimension of 1024 and 24 layers in the encoder. We use a temperature of 0.9 and
a 75% mask ratio following previous work [3].

Stage 2: Regression. To map from embeddings generated by the encod-
ing model to latent and conditioning vectors suitable for the video generation
pipeline, we utilize a multi-target regression model with regularization. Our re-
gression models, instantiated as both a Ridge regression and a regularized MLP
(see section 5.2 for comparisons), map outputs from Stage 1 into a latent vector
z of shape (4, 15, 33, 33) and a BLIP [22] embedding b of shape (226, 768). The
decision to map to BLIP vectors is rooted in how video generators handle noise
in their conditioning inputs: similar to [44], we found that feeding a raw cap-
tion, even if imperfect, to our denoising U-Net performed better than feeding a
regressed (and thus noisy) conditioning vector (comparisons in section 5.2). We
hypothesize that the performance of video generators is susceptible to noise in
the conditioning vector, and thus encapsulating the regression’s imperfections at
the level of BLIP’s inputs allows the generator to receive clean (but imprecise)
text tokens, which improves performance.
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Our MLPs are composed of an initial linear layer, followed by 3 residual
blocks and a final output layer. The initial layer and the residual blocks contain
2048 units, dropout regularization with p = 0.3, a GELU [15] activation and
Batch Normalization. They are trained with an MSE loss and predict flattened
vectors, which are then reshaped and used in Stage 3. Perfect regression at this
stage equates to obtaining exact latent and conditioning vectors, which would
result in a near-perfect reconstruction when fed to Stage 3.

Stage 3: Reconstruction. During video reconstruction, we extract the la-
tent vector z and BLIP embedding b using the pretrained MBM encoder followed
by the z and b regressors from stages 1 and 2. z undergoes a re-noising process,
followed by a denoising procedure using a pretrained U-Net that follows [48]. We
renoise the latents with a strength of 0.8 and apply 40 denoising steps, follow-
ing insights from previous work [44]. Concurrently, b is decoded using BLIP’s
decoder to produce a semantically relevant caption that conditions the U-Net
during the denoising process. We observed during experiments that enforcing
more descriptive and less repetitve captions tended to improve the quality of
BLIP outputs, so we implement decoding with a high repetition penalty of 6, a
minimum length of 4 and a maximum length of 20. The integration of z and b
helps facilitate video generation that is both visually and contextually aligned
with the video represented in the original fMRI signal. Our video generation
model is frozen during this process.

5 Experiments and Results

5.1 Comparisons to previous work

To showcase the quality of Brainflix, we obtain reconstructions from our full
pipeline and compare to previous fMRI-to-video techniques. We report results
over BMD and CC2017.

Implementation Details. We use the large-scale fMRI datasets introduced
in section 3 for model training and finetuning. For all datasets, videos are down-
sampled to 15 FPS and resized to 224× 224. We first train our alignment stage
over the masked brain reconstruction task leveraging the HCP, HAD and BMD
datasets for 200 epochs with a batch size of 300. We then finetune this model
with a CLIP-like alignment objective over BMD and CC2017 simultaneously for
50 epochs with a batch size of 120. This aligns the output of the MBM encoder
with embeddings of the captions describing each video. The captions are ob-
tained through human labelers for BMD and synthetically for the rest of the
datasets, leveraging the EILEV [54] video-to-caption model. Training for Stage
1 is done over 6 V100 GPUs, while training for Stage 2, a smaller scale endeavor
given the smaller size of the MLPs, is performed over 2 Titan RTX GPUs.

Evaluation Metrics. Following previous work [4,44], we utilize 3 main eval-
uation metrics that aim to understand different characteristics of performance.
To measure pixel-level reconstruction quality, we utilize Structural Similarity
(SSIM). For semantic evaluation, we use the N-way top-k classification approach
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Methods CC2017 BMD

SSIM MSE 2-way 50-way SSIM MSE 2-way 50-way
Kupershmidt 0.128 - - - 0.031 4.561 0.514 0.004
Mind-Video 0.186 - 0.853 0.202 0.176 0.763 0.711 0.101

Brainflix (Ours) 0.189 0.681 0.871 0.203 0.183 0.691 0.767 0.145
Brainflix multi-subject (Ours) 0.195 0.655 0.888 0.221 0.190 0.671 0.816 0.165
Table 1: Quantitative comparison of our reconstruction performance against previous
video reconstruction methods. Our methodology achieves state of the art on most
metrics. Results from Kupershmidt and Mind-video on BMD are obtained through a
reimplementation, as their code is not readily available.

from [4], which measures how often the classification of a simple ImageNet clas-
sifier over the reconstruction and ground truth video match, limiting the output
of the classifier to N classes. We declare a successful trial if the ground truth
class is within the top-k probabilities outputted over the reconstruction, and
repeat the test 100 times to report average success rates. We also report MSE
results over our target latent embeddings z and BLIP embeddings b , to observe
how close our regressed embeddings are to ground truth.

Evaluation Datasets While we train on all datasets introduced in Section 3,
we evaluate our reconstruction results on two large-scale video datasets, CC2017
[51] and BMD [19], to compare our method with previous work [4] [18] [47], as
well as to introduce an additional dataset, BMD, with different subjects and
video stimuli. These two datasets exhibit reasonable variety, complexity and
semantic diversity, which makes them strong options for evaluation exercises.

Results. We showcase our quantitative results over BMD and CC2017 in
Table 1. Results are reported for Subject 1 in both datasets. Both our single-
subject and our multi-subject approaches outperform previous work. Our multi-
subject model, trained on all subjects from a given dataset before predicting on
one, showcases larger boosts in performance which provides evidence towards
the advantages of multi-subject training. We show qualitative results in Figure
3 and 4: we observe that our model is able to reconstruct examples from BMD
and CC2017 with strong structural reliability. We hypothesize that our model’s
emphasis on regressing an accurate latent, a component that previous approaches
lack, enforces accurate structural patterns that can then lead to reliable object
positioning.

Human Evaluation. To further measure how preferable our reconstruc-
tions are, we collect qualitative evaluations of semantic fidelity using human
judgments. We designed a simple web experiment where participants indicated
which of 6 reconstructed videos was the best semantic match to a real video. One
of the 6 videos was a reconstruction of the reference video. We calculated the
percent of trials where the selected video corresponded to the reconstruction of
the reference video. Table 2 reports Brainflix results for two datasets. Our best
performing method reached a semantic fidelity score of 86% on BMD and 84%
on CC2017. This substantially exceeds chance (16.66%), but remains below the
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Fig. 3: Comparison to previous works on examples from CC2017. We show the ground
truth videos in the first row, our results in the second row, and previous approaches
in the following rows. Our model manages to capture structural similarity in a better
way than previous approaches.

Method BMD CC2017
Baseline (Oracle) 94.1 92.8
MindVideo [4] 80.3 83.9

Brainflix (Ours) 86.1 84.7
Table 2: Human evaluation
results. Accuracy on a 6-way
retrieval task, where subjects
select the ground truth video
that most closely matches a re-
constructed reference.

Training data BMD CC2017

SSIM MSE SSIM MSE
Subject 1 only 0.123 0.721 0.699 0.127

Subject 1 + all subs 0.129 0.702 0.710 0.131
Subject 2 only 0.120 0.735 0.680 0.122

Subject 2 + all subs 0.128 0.722 0.708 0.126
Table 3: Multi-subject vs single-subject re-
sults. We observe that training on all subjects
is value-adding for both datasets and both met-
rics. This effect is measurable across subjects.

best possible performance expected from oracle reconstructions given our back-
bone model (Zeroscope V2 [48]), which ranged from 87.9% to 98.0% depending
on caption and seed (mean=94.1%).

5.2 Ablation studies.

To test the validity of our proposed pipeline, we perform a thorough set of abla-
tion studies to showcase how each modeling decision impacts our final method.
Our ablations cover two main dimensions: Modeling strategies and data man-
agement. Modeling strategies include details related to the inner working of
our pipeline’s stages, model components, and supervision paradigms. Data man-
agement relates to the inclusion of data from additional datasets and different
subjects. We report results over BMD, but utilize CC2017 and HAD as pretrain-
ing datasets in some experiments as described below. We analyze the impact of
the following features:
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Fig. 4: Success and failure cases of reconstructions. A) Additional success cases
from BMD. B) Additional failure cases from BMD. C) Specific failure cases from BMD
exemplifying semantic dominance (left), high frequency noise (middle), and superposi-
tion of indiscernible shapes onto correct reconstruction (right). D) Additional success
cases of CC2017. E) Additional CC2017 failure cases. F) Failure cases on CC2017 exem-
plifying semantic dominance (left), poor facial reconstruction (middle), high frequency
noise (right). G) CC2017 failure case: Sudden failure to reconstruct video despite show-
ing previous success in the segment.
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– Impact of masked brain modeling: we measure how performance varies
when we skip stage 1 and train a regressor from scratch to estimate the
latent and conditioning vectors.

– Impact of semantic alignment: we observe how the contrastive learning
objective affects the regression performance.

– Impact of regression backbone: we compare a linear regressor and a
modern MLP.

– Impact of conditioning target: we analyze the difference between a direct
regression to a 257x1024 text conditioning vector compared to regressing a
BLIP vector used to build an estimated caption.

– Impact of data scaling: we observe how adding an additional pretraining
dataset and multiple subjects affect the results.

We report results in Table 4. Our simple pipeline without alignment is the
worst performer: the simple regression model struggles to correctly estimate
conditioning vectors, showcasing a large MSE. When switching to an MLP, we
observe improved MSE, but the reconstructed vectors are still not good enough
to correctly retrieve the video. The boost introduced by adding Stage 1, even if
it consists only of MBM training, is quite significant and hints at the importance
of a structural pretraining stage.

Interestingly, regressing BLIP embeddings to then produce captions per-
forms better than regressing raw conditioning vectors. The conditioning vec-
tors accepted by zeroscope are hidden states from a CLIP-text model, of shape
(257x1024). The BLIP embeddings, although of similar complexity, give a per-
formance boost: we hypothesize that feeding the U-Net a clean caption, which
BLIP produces even in the presence of a noisy input, allows the generation model
to work in a familiar part of its latent space. This enables less deteriorated gen-
erations which translates to better metrics. Finally, scaling data showcases large
improvements as well: both including HAD in Stage 1’s pretraining and adding
training data from other subjects gives boosts across metrics.

Multi-subject vs. single subject training. Most previous work showcases
reconstruction performance on a per-subject basis, as brain responses even to
the same stimulus differs between observers [16] [13]. These discrepancies arise
mostly from individual differences in brain composition, thought patterns, and
the sensitivity of fMRI data collection. As indicated in Section 4, we explicitly
train with multiple subjects in our pretraining and regression stages, attempting
to build a model that can leverage training data not only from subject s0, but
also s1...sn to improve test set reconstruction performance for s0. To shed light
on the effect of training on multiple subjects, we report results over subject 1 and
subject 2, comparing performance between a pipeline trained solely on subject
N’s data and a pipeline trained on all subjects. We show results in Table 3.

5.3 Zero-shot reconstruction

In this section, we ask to what extent a model could reconstruct one’s visual
experience without training on their brain activity. This is a very challenging
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Method BMD

SSIM MSE 2-way 50-way
Oracle 0.891 - 1.0 0.980

Random 0.051 1.677 0.501 0.041
Image-only reconstruction 0.041 0.721 0.687 0.125

Linear regression 0.111 0.828 0.671 0.120
MLP regressor 0.123 0.721 0.699 0.127

+ MBM, no CLIP alignment 0.138 0.702 0.701 0.131
+ CLIP alignment 0.178 0.761 0.715 0.134

+ BLIP instead of raw cond vector 0.180 0.718 0.721 0.140
+ HAD pretraining 0.183 0.700 0.767 0.145

Full pipeline (Brainflix multi-subject) 0.190 0.671 0.816 0.165
Table 4: Ablation results and additional baselines on BMD’s test set. We show results
using: an Oracle baseline, where we feed the original video’s ground truth z and b
vectors to stage 3; a "random" baseline, where we instantiate random fMRI vectors
and attempt to map those to z and b vectors, an image-only baseline, where, instead
of using a video generator, we generate an image with an image generator (Stable
Diffusion XL) from the fMRI, and duplicate the frame to match our videos’ frame
count; a pipeline without stage 1, using a linear regression for stage 2; a pipeline
without stage 1, but with our final MLP backbone; a pipeline with a stage 1 comprised
of masked-brain-modeling only; a pipeline with CLIP alignment, but still regressing
a raw conditioning vector; a pipeline where we replace that regression target (raw
conditioning vector) with a BLIP embedding; a pipeline with HAD pretraining, and
our full pipeline, trained on multiple subjects. We observe that all design decisions
tend to improve performance, and we see a significant boost from the addition of CLIP
alignment.

task, further complicated by the structure of the stimulus to reconstruct (see [13]
[42] [12]). Current work, including this paper, reports results by training and
testing on the same subject, but future applications of this technology would
greatly benefit if they could make zero-shot predictions. We analyze the impact
of scaling data in this regime: we first train a model on data from subject 2,
and attempt to reconstruct test data from Subject 1. As expected, performance
deteriorates. However, we find that adding data from more subjects and datasets
improves regression performance on subject 1 test data, without ever seeing
training examples from that subject. We showcase these results in Figure 5. To
further understand this effect, we compute between-subject correlations on the
fMRI signals, observing that there are significant clusters of highly correlated
responses even over brains from different subjects. We expand on these results
in Section 4 of the supplement.

5.4 Limitations.

Figure 4 shows instances where our reconstruction method fails. Reconstructing
complex, high spatial frequency videos (e.g., a crowd of people) remains challeng-
ing. In some cases, semantic reconstruction fails: we hypothesize that this is due
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Fig. 5: fMRI Correlations and Zero-shot regression performance over latent
vector z. A) Between subject pairwise correlations for subject 01 are plotted in an
inflated brain and flattened brain, showing left hemisphere (LH) and right hemisphere
(RH). Both BMD and CC2017 show areas of high correlation across subjects, mostly
clustered around visual areas. We hypothesize this correlation might enable zero-shot
strategies. B) Zero-shot performance as data from more subjects are added. The left-
most bar corresponds to MSE when training on subject 01’s train set and evaluating
on subject 01’s test set. Subsequent bars train on different combinations of subjects
except 01, and test on subject 01’s test set. We observe that as we add more subjects
and datasets, MSE decreases in both examples, hinting at the possibility of developing
accurate zero-shot reconstruction with the right scale.

to issues in the fMRI data, as our system is vulnerable to situations where the
subject’s mind wanders and loses focus on the stimulus while data is recorded.
Temporally faithful reconstructions are also limited by the temporal capabilities
of the available video generation models.

6 Conclusion

We present a generative framework to reconstruct short clips from human brain
responses. We leverage large pre-trained text-to-video models and two fMRI
datasets to train a multi-stage pipeline to reconstruct a video observed by a
given subject. Future generative neurotechnology in this vein could help deter-
mining the information recovery limits of a brain region, an uncharted terrain
of neuroscience. Such technology could foster the development of therapeutic
treatments to restore or compensate for sensory processing deprivation, as well
as allow for more efficient human-machine communication.
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